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 Abstract–– A multi-nodal approach is employed by utilizing the textual content and knowledge data information to gather high-quality 

images from the web is the core idea of this project. Candidate images are retrieved primarily by a text based web search querying on 

the object identifier. The pictures will be retrieved from the web pages and an option of removing irrelevant pictures and re-rank the 

remaining is introduced. The major intension is to improve user satisfaction rate by returning the pictures that have a higher rate of 

acceptance by the user. In the proposed system, I am implementing all the conceptual information provided and in addition, I am trying 

to integrate the ranking features. So that an automatic ranking on the pictures will be done based on the knowledge data features of a  

picture. In addition, the user will be provided an option of ranking the site manually. 

Index Terms––SVM classifier, Parallel crawling, Automated Image Annotation, Automated Image Ranking 

 

    1111....    INTRODUCTIONINTRODUCTIONINTRODUCTIONINTRODUCTION    

In the current trend, it is often hectic to view and 

download the images, many a times this may leads to 

dissatisfaction according to the user perspective.  

Automatic mapping between keywords and websites 

is done thereby immediately displaying the list of 

websites associated/related to the specified keyword. 

Automatic image downloading with image selection 

option supported, thereby displaying the feedback, 

ranks and suggestions. An option to edit image is 

introduced in order to reduce or increase the image 

size, or to adjust the quality of the image.  Image 

ranking based on Support Vector machine algorithm 

and Annotation mining to map the image with their 

relevant names. And an option to rank manually has 

been introduced. The annotation mining and image 

ranking along with manual mapping of images are 

stored in the database repository in order to suggest 

for next users.  

 2. Parallel Crawling 

An internet crawler (also known as a web spider or 

web robot) is a program or automated script that  

 

browses the web in an organized and automated 

manner. This process is called as Web crawling or 

spidering, which provides up-to-date information. 

Internet crawlers are utilized to create a duplicates 

copy of all the visited pages for timely processing by 

a search engine, that  indexes the downloaded pages 

to offer fast searches. In this project, a parallel 

crawler is used to crawl multiple processes that 

maximizes the download rate while minimizing the 

overhead from parallelization and also to avoid 

repeated downloads of the same page. 

 3. SVM Classifier  

SVM is a supervised machine learning algorithm 

which might be used for classification or regression 

issues. It makes use of a technique referred to as  

kernel trick to transform the data and based on these 

transformations it finds an optimal boundary between 

the possible outputs.  

SVM is abbreviated as support vector machine which 

is used  as image processing classifier that is used to 
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classify image according to the visual content present 

in it. 

SVM is capable of providing a good performance in 

the field of pattern recognition. 

The user can enhance the selected image in this 

module with the image parameters.  

 3.1 Kernel Trick  

The Kernel trick is an attention grabbing and 

powerful tool. It is powerful as it acts as a bridge 

from linearity to non-linearity to any algorithm that 

solely depends on the dot product between two 

vectors. It comes from the very fact that, if we first 

map our input data into a higher-dimensional space, a 

linear algorithmic program operating in this space 

will behave non-linearly in the original input space. 

Using the Kernel function, perform the algorithmic 

operation in a higher-dimension space without 

explicitly mapping the input points into this vector 

space.  This is often desirable, as sometimes our 

higher-dimensional vector space could even be 

infinite-dimensional and thus unfeasible to computer. 

The kernel function denotes an inner product in 

feature space and is usually denoted as: 

K(x, y) = <φ(x),φ(y)> 

Kernel trick provides efficient computation 

Minimize ||w||
2
 can lead to a “good” classifier 

 

Define the kernel function K (x,y) as  

Consider the following transformation 

 

 

 

The inner product can be computed by K without 

going through the map      (.) 

 4. Automated Image Selection 

An image retrieval system is used for browsing, 

searching and retrieving images from an oversize 

database of digital images. Downloading is the 

transmission of a file from one computer system to 

another, usually smaller computer system. From the 

Internet user's point-of-view, to download a file is to 

request it from another computer (or from a Web 

page on another computer) and to receive it. Here 

downloading takes place in terms of images instead 

of files. After crawling the web, an option to user in 

order to select the required image based on their 

classification and interest is provided. And an option 

to download the selected image is provided.  

Feedback is the data concerned about reactions to a 

product, an individual's performance of a task, etc. 

that is employed as a basis for improvement. Ranking 

is the method of getting a specified position 

(numbers/grades) during a hierarchy. In this module, 

the image can be ranked automatically by the engine 

by considering the previous click rate, feedback, 

quality. There is also an option for user so as to 

search the image thereby providing the ranking, 

quality and feedback of the image. 

5. Manual Ranking  

Manual ranking is the process of having a specified 

position (numbers/grades) in a hierarchy. In manual 

ranking, the image can be ranked automatically by 

the engine by considering the previous click rate, 

feedback, quality. There is also an option for user is 

set in order to search the image thereby providing the 

ranking, quality and feedback of the image. 

6. Automated Image Annotation  
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Automated image annotation is a mining concept. 

Annotations square measure comments, notes, 

explanations, or other types of external remarks that 

can be attached to a Web document or to a selected 

part of a document. As they are external, it is 

attainable to annotate any internet document 

independently, while not having to edit the document 

itself, supported, the annotation procedures and the 

mining takes place in terms of images. The image 

downloaded from website will be mechanically 

annotated to particular keyword search based on the 

user clicks.  

7. SVM Classifier 

SVM is a supervised machine learning algorithmic 

program which might be used for classification or 

regression problems. It uses a method called the 

kernel trick to transform your data and then based on 

these transformations it finds an optimal boundary 

between the possible outputs. SVM is abbreviated as 

support vector machine which used here in image 

processing classifier that is used to classify image 

according to the visual content present in it. Standard 

support vector machine (SVM) is capable of 

providing a good performance on binary 

classification problems and in the field of pattern 

recognition. The user can enhance the selected image 

in this module with the image parameters.  

Algorithm–– SVM Classifier 

Using the ideas we discussed above an iterative 

algorithm can be designed which scans through the 

dataset looking for violators. Using ideas presented 

the violator is made a Support Vector. Blocking 

points are identified and pruned away by using the 

ideas presented in Section II-C. The algorithm stops 

when all points are classified within an error bound 

i.e.  

 
yi f (xi ) > 1 − E    ∀i.  
 

The outline of our Algorithm is represented in 

Algorithm 1 

 

Algorithm 1 Simple SVM 

 

candidateSV = { closest pair from opposite classes } 

while there are violating points do 

     Find a violator 

    candidateSV = candidateSV U  violator 

    if any ap < 0 due to addition of c to S then 

      candidateSV = candidateSV \ p 

     repeat till all such points are pruned 

  end if 

end while 

 

 

 8. PROPOSED WORK 
 

In the current trend, it is often hectic to view and 

download the images, many a times this may leads to 

dissatisfaction according to the user perspective. 

 Automatic mapping between keywords and 

websites is done thereby immediately displaying 

the list of websites associated/related to the 

specified keyword. 

  Automatic image downloading with image 

selection option supported, thereby displaying 

the feedback, ranks and suggestions. 

An option to edit image is introduced in order to 

reduce or increase the image size, or to adjust the 

quality of the image. 

  Image ranking based on Support Vector 

machine algorithm and Annotation mining to 

map the image with their relevant names and an 

option to rank manually has been introduced. 

 The annotation mining and image ranking along 

with manual mapping of images are stored in the 

database repository in order to suggest for next 

users. 

          

9. CONCLUSION 

In this paper, we proposed the Markovian Semantic 

Indexing, a replacement technique for mining user 

queries by defining keyword relevance as a 

connectivity measure between Markovian states 

modeled after the user queries. The planned system is 

dynamically nurtured by the queries of the same 

users that will be made use of by the system. A 

stochastic distance, with a type of a generalized 

Euclidean distance, was structured by means of an 
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Aggregate Markovian Chain and proved to be 

optimal with respect to certain Markovian 

connectivity measures that were defined for this 

purpose. Experiments have shown that MSI achieves 

better retrieval results in sparsely annotated image 

datasets. A comparison to LSI on 64 pictures 

downloaded from the Google Search and annotated in 

a transparent way by the planned system, showed 

some advantages for the MSI technique, mainly in 

retrieving images with deeper dependencies than 

simple keyword concurrence. We tend to additionally 

rate the image based on the quality of the image 

using the support vector machine and keep in a 

repository that feeds to other users of same keyword 

request. 
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